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PSU Random Walk 

Background



Many federal nation-wide household surveys 

are increasingly being used for state-level estimation. 

The reliability of state-level estimates differs from national and domain 
estimation due to lower degrees of freedom. 

Cross-sectional surveys are often pooled together into three-year datasets to 
improve state-level estimation. 

The sample sizes may be higher, but there are still diminishing returns.

The sample design impacts the reliability of estimates from pooled datasets.

Background



We consider cross-sectional surveys under two-stage designs when n PSUs 
are selected from N available PSUs. 

For many applications of federal surveys, PSUs comprise contiguous clusters 
of counties. This is done to improve sampling and facilitate data collection.

PSU sampling is costly, so PSUs may often repeat in successive years if there 
are cost savings. 

• This does not adversely affect reliability in single-year data but reduces the 
reliability of survey estimates from the pooled dataset.

Sampling Background I



Sampling Background II
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Comparative Reliability of Pooled Data based on Sample Design



The PSU Random Walk can provide better gains in precision when there are 
still cost savings in moving PSUs to adjacent areas.

We build a stochastic model that allows PSUs to “walk” across a geography 
yet preserves the appropriate unconditional probability of selection.

Can we define the jump probabilities in a manner that optimizes the variance 
from first-stage variance estimators? Is this better than just stratifying? 

Objective



PSU Random Walk Example

Sample # 1 Sample # 2

Question: Can we define the iterative “jump” probabilities, so we are able 
preserve the appropriate probability of selection 𝜋𝑖 in each step?



PSU Construction Efficiency

An aggressive design could select more and smaller county-based PSUs that 
were proximal instead of a single larger PSU comprising contiguous counties. 
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Jump (Transition) Probabilities

We have some flexibility when defining the jump probabilities. These conditional 
probabilities are less important than the unconditional probabilities.
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The Method of Maximum Overlap introduced a conditional probability of 
selection for PSUs based on exponential sampling (memoryless property) and 
permanent random numbers that: 

1. Preserved the appropriate unconditional probability of selection.

2. Increased the likelihood of selecting many of the same PSUs. 

Motivation 



PSU Random Walk 

Definition



There are N PSUs in a stratum of which n need to be selected in each iteration. 
We have n << N and the PSUs are large enough that the ICC is not too high.

Let 𝑋1, 𝑋2, … , 𝑋𝑁 denote the population of PSUs. An initial sample of n PSUs is 
taken using standard methods.

Let 𝑥𝑖𝑗
𝑘  denote the 𝑖𝑡ℎ PSU selected during the 𝑗𝑡ℎ sample iteration 

corresponding to the 𝑘𝑡ℎ PSU in the initial selection, 𝑘 = 1,2, … , 𝑛. 

Then n independent stochastic processes begin (strands), where we require 
that 𝑥𝑖𝑗

𝑘  and 𝑥ℎ,𝑗+1
𝑘  share a geographical border, otherwise Pr 𝑥ℎ,𝑗+1

𝑘 𝑥𝑖,𝑗
𝑘 = 0.

Definition



Step 1. Initially select each PSU independently based on the relative measure 
of size as the probability of selection (POS).

Step 2. Determine the transition, or next step, probabilities of selection that 
move the active PSUs to an adjacent PSU. Use numerical methods, such as 
linear programming to preserve the original, or unconditional, probabilities of 
selection. 

Step 3. Iterate each PSU according to the adjacent conditional probabilities of 
selection. If any two PSUs overlap, continue the iterative sequence on as many 
PSUs as needed until a without replacement sample is achieved.

PSU Random Walk Implementation



Suppose there are N PSUs. Let 𝜋 =

𝜋1

𝜋2

⋮
𝜋𝑁

 denote the vector of probabilities of selection. 

We must find a nontrivial N × N matrix 𝐴 ≠ 𝐼 such that the following hold:

 
𝜋′𝐴 = 𝜋′

0 ≤  𝐴𝑖𝑗 ≤ 1 ∀ 1 ≤ 𝑖, 𝑗 ≤ 𝑛



𝑗=1

𝑛

𝐴𝑖𝑗 = 1 ∀ 𝑖

Building the Transition Matrix



Any matrix satisfying those conditions is called a probability transition matrix. We also 
add the requirement that 𝐴𝑖𝑖 = 0.

- This requirement states that the random walk cannot stay in the same PSU and must 
transition to another geographical area with each iteration. 

- It also means that det 𝐴 = 0 and that 𝐴 is a singular matrix. 

The Probability Transition Matrix



Any matrix satisfying those conditions is called a probability transition matrix. We also 
add the requirement that 𝐴𝑖𝑖 = 0.

- This requirement states that the random walk cannot stay in the same PSU and must 
transition to another geographical area with each iteration. 

- It also means that det 𝐴 = 0 and that 𝐴 is a singular matrix. 

It is not clear how to find such a matrix, in general, if one even exists for a given 
topology and vector 𝑡. Matrix problems usually have the form 𝐴𝑥 = 𝑏, solve for 𝑥.

Since the PSU Random Walk will have a finite state space and because every state 
communicates, we expect to see lim

𝑛→∞
𝐴𝑛 = 𝑡′, 𝑡′, 𝑡′, … , 𝑡′ ′ . 

The Probability Transition Matrix



Unfurl the matrix 𝐴 into a vector 𝑣 = (𝑎11,𝑎12,…,𝑎𝑛𝑛
). 

Create a solution vector 𝑏 consisting of 1’s and 𝜋𝑖
 ’s. 

Build an appropriate matrix K that forces rows of A to sum to 1 and defines the property 
that 𝜋′𝐴 = 𝜋′. Thus, there are 2N restrictions.

Restrict the elements of the unknown vector 𝑣 so that 0 ≤ 𝑎𝑖𝑗 ≤ 1.

Solve the system 𝐾𝑣 = 𝑏. Use a numerical method (e.g., LP) that minimizes the variance 
of the survey estimates. Reconstruct the matrix 𝐴 using the solution vector 𝑣.

Finding the Probability Transition Matrix



PSU Random Walk

Example



Suppose there are nine PSUs arranged in a 3 × 3 grid with varying probabilities of 
selection. How to find a probability transition matrix?

Example: 𝟑 × 𝟑 Square

PSU Topology PSU POS



A linear programming algorithm was used to solve for the matrix with constraints:

0.075 ≤ 𝐴𝑖𝑗 ≤ 0.5,  𝑡′𝐴 = 𝑡′, and σ𝑗=1
𝑛 𝐴𝑖𝑗 = 1 ∀ 𝑖 .

Example: 𝟑 × 𝟑 Square Solution

Transition Matrix PSU POS



Some practitioners advocate for conditional probabilities that promote staying in the 
same PSU no matter the POS. Permanent random numbers are used to preserve POS.

Example: 𝟑 × 𝟑 Maximum Overlap Solution

Transition Matrix PSU POS



Example: 𝟑 × 𝟑 Square Limiting Distribution

Transition Matrix A



Example: 𝟑 × 𝟑 Square POS Computation

POS Computation for Cell 1 

0.15 = 𝑝1 =

 𝑃(𝑋𝑘+1= 1 𝑋𝑘 = 𝑖 𝑃(𝑋𝑘 = 𝑖) =  𝐴𝑖1𝑝𝑖 = 𝐴21𝑝2 + 𝐴41𝑝4 + 𝐴51𝑝5

                                                                                     = 0.15 ∗ 0.1 + 0.5 ∗ 0.1 + 0.425 ∗ 0.2

 = 0.15



Example: 𝟑 × 𝟑 Square Limiting Distribution

𝑨𝟐



Example: 𝟑 × 𝟑 Square Limiting Distribution

𝑨𝟒



Example: 𝟑 × 𝟑 Square Limiting Distribution

𝑨𝟖



Example: 𝟑 × 𝟑 Square Limiting Distribution

𝑨𝟏𝟔



Example: 𝟑 × 𝟑 Square Limiting Distribution

𝑨𝟐𝟒



Example: 𝟑 × 𝟑 Square Limiting Distribution

𝑨𝟒𝟖

PSU POS



An appropriate probability transition matrix can be constructed, provided the 
system has multiple options for PSUs to travel for each iteration. 

The algorithm may not converge if the 𝜋𝑖
′𝑠 are too close to zero or one. 

Guardrails may be needed to keep jump probabilities viable (not zero or one).

Variance can be improved by attempting to keep the transition matrix as close 
as possible to the transition matrix based on PPS or equally likely jumps. 

The method will have higher degrees of freedom compared to a highly 
stratified design, meaning the variance estimates will be more stable.

Conclusions



For more information, contact CDC
1-800-CDC-INFO (232-4636)
TTY:  1-888-232-6348    www.cdc.gov

The findings and conclusions in this report are those of the authors and do not necessarily represent the official 
position of the Centers for Disease Control and Prevention.

Thank you!
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